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Compare trillions of matter and antimatter particle decays… 
…and search for differences between matter and antimatter!

The LHCb Detector
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FIG. 1. Invariant K⇡ mass spectra obtained using the event selection adopted for the best sensitivity on (a, b) A
CP

(B0 ! K⇡)
and (c, d) A

CP

(B0
s

! K⇡). Plots (a) and (c) represent the K+⇡� invariant mass whereas plots (b) and (d) represent the
K�⇡+ invariant mass. The results of the unbinned maximum likelihood fits are overlaid. The main components contributing
to the fit model are also shown.

the PID of kaons and pions. In addition, for calibrating
the response of the RICH system for protons, a sample of
⇤ ! p⇡� decays is used. PID information is not used to
select either sample, as the selection of pure final states
can be realized by means of kinematic criteria alone. The
production and decay kinematics of the D0 ! K�⇡+

and ⇤ ! p⇡� channels di↵er from those of the B de-
cays under study. Since the RICH PID information is
momentum dependent, the distributions obtained from
calibration samples are reweighted according to the mo-
mentum distributions of B daughter tracks observed in
data.

Unbinned maximum likelihood fits to the K⇡ mass
spectra of the selected events are performed. The B0 !
K⇡ and B0

s

! K⇡ signal components are described
by single Gaussian functions convolved with a function
which describes the e↵ect of final state radiation on the
mass lineshape [19]. The background due to partially
reconstructed three-body B decays is parameterized by
means of an ARGUS function [20] convolved with a Gaus-
sian resolution function. The combinatorial background
is modeled by an exponential and the shapes of the
cross-feed backgrounds, mainly due to B0 ! ⇡+⇡� and
B0

s

! K+K� decays with one misidentified particle in
the final state, are obtained from Monte Carlo simula-

tions. The B0 ! ⇡+⇡� and B0

s

! K+K� cross-feed
background yields are determined from fits to the ⇡+⇡�

and K+K� mass spectra respectively, using events se-
lected by the same o✏ine selection as the signal and tak-
ing into account the appropriate PID e�ciency factors.
The K+⇡� and K�⇡+ mass spectra for the events pass-
ing the two o✏ine selections are shown in Fig. 1.
From the two mass fits we determine respectively

the signal yields N(B0 ! K⇡) = 13250 ± 150 and
N(B0

s

! K⇡) = 314 ± 27, as well as the raw yield
asymmetries A

raw

(B0 ! K⇡) = �0.095 ± 0.011 and
A

raw

(B0

s

! K⇡) = 0.28 ± 0.08, where the uncertain-
ties are statistical only. In order to determine the CP
asymmetries from the observed raw asymmetries, e↵ects
induced by the detector acceptance and event reconstruc-
tion, as well as due to strong interactions of final state
particles with the detector material, need to be taken
into account. Furthermore, the possible presence of a

B0

(s)

� B
0

(s)

production asymmetry must also be consid-
ered. The CP asymmetry is related to the raw asymme-
try by A

CP

= A
raw

� A
�

, where the correction A
�

is
defined as

A
�

(B0

(s)

! K⇡) = ⇣
d(s)

A
D

(K⇡) + 
d(s)

A
P

(B0

(s)

), (2)

where ⇣
d

= 1 and ⇣
s

= �1, following the sign con-

B0 ! K+⇡� B0 ! K�⇡+

�(B ! K⇡)/�
tot

= (19.6± 0.5) · 10�6

NB0!K+⇡� �NB0!K�⇡+

NB0!K+⇡� +NB0!K�⇡+

= �0.088± 0.011(stat)± 0.008(syst)
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Figure 1: Dimuon mass distribution divided by trigger groups (see text) for Run 1 and 2015
data. An inset plot with a zoom on the bottomonium region is shown on the top right corner.

Bottomonium: Pairs of two well reconstructed tracks that have hits in the muon system,
form a common vertex, have momentum higher than 6GeV/c and a mass greater
than 4.7GeV/c2 are recorded. These dimuons are used for measurements such as ⌥
production [12] and B! µ

+
µ

� searches [23].

Other triggers: This category contains dimuons that are linked to any trigger line other
than those used in the groups above, or were not used in making any positive
trigger decision. The main contributor in the region 3–4.7GeV/c2 is the topological
trigger [24], which searches for topologies consistent with coming from a b-hadron
decay. Decays of b-hadrons to many final state particles are selected with the
topological trigger [22, 25,26].

Minimum-bias triggers dominate the region below 3 GeV/c.

Dimuons can be selected by several trigger lines. The categories are filled in the order
listed above, meaning a dimuon triggered by a single muon line will not feature in the
other categories. In particular, Z bosons are almost all selected by both the single muon
and the bottomonium lines. Due to the ordering, they will be featured in the single muon
category, which is the cause of the apparent absence of dimuons from the bottomonium
category at high masses.

The mass histogram shown in Figs. 1–3 have 1850 bins of variable width, starting at
1MeV/c2 at masses of 0.2GeV/c2. The bin width is then kept approximately proportional
to the bin centre, up to a width of 280MeV/c2 at a dimuon mass of 400GeV/c2. The
bin contents are scaled such that the number of dimuon candidates per GeV/c2 is shown.
Therefore the sum of the bin contents does not correspond to the number of dimuon

3
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LHCb-CONF-2016-05

https://cds.cern.ch/record/2200233
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Figure 1: Dimuon mass distribution divided by trigger groups (see text) for Run 1 and 2015
data. An inset plot with a zoom on the bottomonium region is shown on the top right corner.

Bottomonium: Pairs of two well reconstructed tracks that have hits in the muon system,
form a common vertex, have momentum higher than 6GeV/c and a mass greater
than 4.7GeV/c2 are recorded. These dimuons are used for measurements such as ⌥
production [12] and B! µ

+
µ

� searches [23].

Other triggers: This category contains dimuons that are linked to any trigger line other
than those used in the groups above, or were not used in making any positive
trigger decision. The main contributor in the region 3–4.7GeV/c2 is the topological
trigger [24], which searches for topologies consistent with coming from a b-hadron
decay. Decays of b-hadrons to many final state particles are selected with the
topological trigger [22, 25,26].

Minimum-bias triggers dominate the region below 3 GeV/c.

Dimuons can be selected by several trigger lines. The categories are filled in the order
listed above, meaning a dimuon triggered by a single muon line will not feature in the
other categories. In particular, Z bosons are almost all selected by both the single muon
and the bottomonium lines. Due to the ordering, they will be featured in the single muon
category, which is the cause of the apparent absence of dimuons from the bottomonium
category at high masses.

The mass histogram shown in Figs. 1–3 have 1850 bins of variable width, starting at
1MeV/c2 at masses of 0.2GeV/c2. The bin width is then kept approximately proportional
to the bin centre, up to a width of 280MeV/c2 at a dimuon mass of 400GeV/c2. The
bin contents are scaled such that the number of dimuon candidates per GeV/c2 is shown.
Therefore the sum of the bin contents does not correspond to the number of dimuon
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Figure 1: Dimuon mass distribution divided by trigger groups (see text) for Run 1 and 2015
data. An inset plot with a zoom on the bottomonium region is shown on the top right corner.

Bottomonium: Pairs of two well reconstructed tracks that have hits in the muon system,
form a common vertex, have momentum higher than 6GeV/c and a mass greater
than 4.7GeV/c2 are recorded. These dimuons are used for measurements such as ⌥
production [12] and B! µ

+
µ

� searches [23].

Other triggers: This category contains dimuons that are linked to any trigger line other
than those used in the groups above, or were not used in making any positive
trigger decision. The main contributor in the region 3–4.7GeV/c2 is the topological
trigger [24], which searches for topologies consistent with coming from a b-hadron
decay. Decays of b-hadrons to many final state particles are selected with the
topological trigger [22, 25,26].

Minimum-bias triggers dominate the region below 3 GeV/c.

Dimuons can be selected by several trigger lines. The categories are filled in the order
listed above, meaning a dimuon triggered by a single muon line will not feature in the
other categories. In particular, Z bosons are almost all selected by both the single muon
and the bottomonium lines. Due to the ordering, they will be featured in the single muon
category, which is the cause of the apparent absence of dimuons from the bottomonium
category at high masses.

The mass histogram shown in Figs. 1–3 have 1850 bins of variable width, starting at
1MeV/c2 at masses of 0.2GeV/c2. The bin width is then kept approximately proportional
to the bin centre, up to a width of 280MeV/c2 at a dimuon mass of 400GeV/c2. The
bin contents are scaled such that the number of dimuon candidates per GeV/c2 is shown.
Therefore the sum of the bin contents does not correspond to the number of dimuon

3
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Figure 1: Dimuon mass distribution divided by trigger groups (see text) for Run 1 and 2015
data. An inset plot with a zoom on the bottomonium region is shown on the top right corner.

Bottomonium: Pairs of two well reconstructed tracks that have hits in the muon system,
form a common vertex, have momentum higher than 6GeV/c and a mass greater
than 4.7GeV/c2 are recorded. These dimuons are used for measurements such as ⌥
production [12] and B! µ

+
µ

� searches [23].

Other triggers: This category contains dimuons that are linked to any trigger line other
than those used in the groups above, or were not used in making any positive
trigger decision. The main contributor in the region 3–4.7GeV/c2 is the topological
trigger [24], which searches for topologies consistent with coming from a b-hadron
decay. Decays of b-hadrons to many final state particles are selected with the
topological trigger [22, 25,26].

Minimum-bias triggers dominate the region below 3 GeV/c.

Dimuons can be selected by several trigger lines. The categories are filled in the order
listed above, meaning a dimuon triggered by a single muon line will not feature in the
other categories. In particular, Z bosons are almost all selected by both the single muon
and the bottomonium lines. Due to the ordering, they will be featured in the single muon
category, which is the cause of the apparent absence of dimuons from the bottomonium
category at high masses.

The mass histogram shown in Figs. 1–3 have 1850 bins of variable width, starting at
1MeV/c2 at masses of 0.2GeV/c2. The bin width is then kept approximately proportional
to the bin centre, up to a width of 280MeV/c2 at a dimuon mass of 400GeV/c2. The
bin contents are scaled such that the number of dimuon candidates per GeV/c2 is shown.
Therefore the sum of the bin contents does not correspond to the number of dimuon

3
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Figure 1: Dimuon mass distribution divided by trigger groups (see text) for Run 1 and 2015
data. An inset plot with a zoom on the bottomonium region is shown on the top right corner.

Bottomonium: Pairs of two well reconstructed tracks that have hits in the muon system,
form a common vertex, have momentum higher than 6GeV/c and a mass greater
than 4.7GeV/c2 are recorded. These dimuons are used for measurements such as ⌥
production [12] and B! µ

+
µ

� searches [23].

Other triggers: This category contains dimuons that are linked to any trigger line other
than those used in the groups above, or were not used in making any positive
trigger decision. The main contributor in the region 3–4.7GeV/c2 is the topological
trigger [24], which searches for topologies consistent with coming from a b-hadron
decay. Decays of b-hadrons to many final state particles are selected with the
topological trigger [22, 25,26].

Minimum-bias triggers dominate the region below 3 GeV/c.

Dimuons can be selected by several trigger lines. The categories are filled in the order
listed above, meaning a dimuon triggered by a single muon line will not feature in the
other categories. In particular, Z bosons are almost all selected by both the single muon
and the bottomonium lines. Due to the ordering, they will be featured in the single muon
category, which is the cause of the apparent absence of dimuons from the bottomonium
category at high masses.

The mass histogram shown in Figs. 1–3 have 1850 bins of variable width, starting at
1MeV/c2 at masses of 0.2GeV/c2. The bin width is then kept approximately proportional
to the bin centre, up to a width of 280MeV/c2 at a dimuon mass of 400GeV/c2. The
bin contents are scaled such that the number of dimuon candidates per GeV/c2 is shown.
Therefore the sum of the bin contents does not correspond to the number of dimuon

3

Br(Bs → μ+μ−) =  ( 3.0 ± 0.6  +0.3 -0.2 ) × 10−9 

7

LHCb-CONF-2016-05

]2c [MeV/−µ+µm
5000 5200 5400 5600 5800 6000

)2
C

an
di

da
te

s /
 ( 

50
 M

eV
/c

0

5

10

15

20

25

30

35 Total
−µ+µ → s

0B
−µ+µ → 0B

Combinatorial
−h'+ h→B 

µν+µ)−(K−π → (s)
0B

−µ+µ0(+)π → 0(+)B

µν
−µ p→ b

0Λ

µν
+µψ J/→ +

cB

LHCb
BDT > 0.5

Figure 1: Mass distribution of the selected B0

(s)

! µ+µ� candidates (black dots) with BDT > 0.5.
The result of the fit is overlaid and the di↵erent components are detailed.

distribution is made with an exponential function multiplied by the acceptance function
of the detector. The B0

s

candidates are selected using criteria similar to those applied
in the branching fraction analysis, the main di↵erences being a reduced dimuon mass
window, [5320, 6000]MeV/c2, and looser particle identification requirements on the muon
candidates. The former change allows the fit model for the B0

s

! µ+µ� signal to be
simplified by removing most of the B0 ! µ+µ� and exclusive background decays that
populate the lower dimuon mass region, while the latter increases the signal selection
e�ciency. Furthermore, instead of performing a fit in bins of BDT, a requirement of BDT
> 0.55 is imposed. All these changes minimise the statistical uncertainty on the measured
e↵ective lifetime. This selection results in a final sample of 42 candidates.

The mass fit includes the B0

s

! µ+µ� and combinatorial background components.
The parameterisations of the mass shapes are the same as used in the branching fraction
analysis. The correlation between the mass and the reconstructed decay time of the
selected candidates is less than 3%.

The variation of the trigger and selection e�ciency with decay time is corrected for in
the fit by introducing an acceptance function, determined from simulated signal events
that are weighted to match the properties of the events seen in data. The use of simulated
events to determine the decay-time acceptance function is validated by measuring the
e↵ective lifetime of B0 ! K+⇡� decays selected in data. The measured e↵ective lifetime
is 1.52 ± 0.03 ps, where the uncertainty is statistical only, consistent with the world
average [15]. The statistical uncertainty on the measured B0 ! K+⇡� lifetime is taken
as the systematic uncertainty associated with the use of simulated events to determine
the B0

s

! µ+µ� acceptance function.
The accuracy of the fit for the B0

s

! µ+µ� e↵ective lifetime is estimated using a
large number of simulated experiments with properties similar to those found in the

6

PhysRevLett.118.191801

https://cds.cern.ch/record/2200233
https://arxiv.org/pdf/1703.05747.pdf
http://dx.doi.org/10.1103/PhysRevLett.118.191801


12.5 kHz,  
<1 GB/s>
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“ONLINE” : DATA FLOW AND TRIGGER

40 MHz,   
<2 TB/s>

software, 50K CPU 
cores   

1MHz      
<60 GB/s>

dedicated electronics,  
 < 4μs



HEP REALTIME ANALYSIS

DATA REDUCTION & DATA FLOW
▸ before 2014 

▸ Disadvantages: 

▸ time:  alignment + calibration applied after data taking 

▸ money:  uses a lot of computing resources to (re)process data 

▸ physics:  imperfect reconstruction in trigger = loss of recorded signal

9

Synchronous, quasi real-time Asynchronous

Hardware Trigger 
40 MHz → 1 MHz

First 
Software Trigger 
1 MHz → 100 kHz

Second 
Software Trigger 
100 kHz → 5 kHz

‘Online’: Near-detector resources                                                         ‘Offline’: Grid resources                                                         

Analysis 

Time from collision:                     us                        sec                     sec  hours   days   weeks         months

Reconstruction 
Alignment + 
Calibration
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ALLOW FOR LATENCY!
▸ LHC does not always produce collisions                                              

(2012: 37%, 2016: 60%)  

▸ 50% uptime → CPU capacity x 2     
(assuming sufficiently large buffer ;-) 

▸ Install 10 PB buffer

10

7

Run2: A Change of Paradigm in Data-Taking

How to make physicists happy? 
• Give them more data (and enlarge physics scope)! 

2011: 3.5 kHz to storage 
2012: 5 kHz to storage 
2015-: 12.5 kHz to storage 

Maurizio Martinelli - Real-time alignment and calibration of LHCb in Run2 | 10.10.2016TriggerThe LHCb Experiment

J. Phys. Conf. Ser. 513 (2014) 012001

Deferred	triggering

LHCb	Preliminary
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Preliminary alignment 
σ(Y) ~ 92 MeV

Ru

Hardware Trigger 
40 MHz → 1 MHz

First 
Software Trigger 
1 MHz → 100 kHz

‘Online’: Near-detector resources                                                         
Align + Calib

‘Offline’: Grid resources                                                         

Analysis Recons
truction 

HEP REALTIME ANALYSIS

“REAL TIME” CALIBRATION

▸ Use the introduced delay to 
perform calibrations    

▸ Software trigger has best 
possible calibrations available

11

Second 
Software Trigger 
100 kHz → 5 kHz

Time from collision:                     us                  seconds          hours                   days                weeks         months



Hardware Trigger 
40 MHz → 1 MHz

First 
Software Trigger 
1 MHz → 100 kHz

‘Online’: Near-detector resources                                                         
Align + Calib

‘Offline’: Grid resources                                                         

HEP REALTIME ANALYSIS

UNIFY ONLINE/OFFLINE RECONSTRUCTION

▸ Optimize offline code so it fits in 
‘online’ budget 

▸ Very inhomogeous workload: no 
single hotspot / magic bullet 

▸ Improvements in hundreds of 
places

12

39.9M Cycles/event
27.9M Cycles/event

Second  
Software Trigger 
100 Khz → 10 kHz 

Time from collision:                     us                  seconds          hours                   days                weeks         months

Analysis Recons
truction 
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UNIFY ONLINE/OFFLINE RECONSTRUCTION

▸ Optimize offline code so it fits in 
‘online’ budget 

▸ Very inhomogeous workload: no 
single hotspot / magic bullet 

▸ Improvements in hundreds of 
places

12

39.9M Cycles/event
27.9M Cycles/event

1. Measure & Benchmark!  

2. Don’t do more work than strictly needed 

3. Improve memory usage 

4. Vectorization — utilize SIMD 
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UNIFY ONLINE/OFFLINE RECONSTRUCTION

▸ For “high-rate” analysis, trigger 
can now reconstructs “offline 
quality” data in (quasi) real time!

13

Real time signals in 2015

Trigger level signal purities and resolutions for charged particles identical to the 
best possible offline ones. Published first papers 2 weeks after data taken! 24

conclusion

conclusion

first experiment of this scale to perform alignment and
calibration online

works extremely well; get beautiful peaks out of the trigger
(TURBO stream)
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tremendous improvements in track reconstruction (time)

offline track reconstruction now also used in HLT
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WRITE OUT LESS INFORMATION!
▸ For selected measurements, only 

write trigger-reconstructed signal 
data, instead of the sensor data 

▸ For the same bandwidth, can 
allow more physics

14
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Analysis Reconst
ruction 

Analysis 

Turbo  and  Turbo++
new for 2016
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• Allows other reconstructed objects from the 
event to be saved, in addition to those 
selected by the trigger

New features:

• Saves only objects selected by the 
trigger

• Output limited to a standard set of 
variables

• Allows to create and save new variables 
(i.e. hits in a cone region around the track)

• Aim: according to the physics channel and desired measurement, choose how much 
(and which variables) of the event need to be saved

Out of the 420 HLT2 lines in 2016 physics programme, 150 choose Turbo, ~60 new lines wrt 2015

Turbo candidate

K

D

π
+

-

0

π+PV *+D

Tracks from 
others PVs Other tracks 

from trigger PV

+γ, π0
Turbo++ candidate

27

Time from collision:                     us                  seconds          hours                   days                weeks         months



HEP REALTIME ANALYSIS

WRITE OUT LESS INFORMATION!
▸ For selected measurements, only 

write trigger-reconstructed signal 
data, instead of the sensor data 

▸ For the same bandwidth, can 
allow more physics

14

Hardware Trigger 
40 MHz → 1 MHz

First 
Software Trigger 
1 MHz → 100 kHz

Second 
Software Trigger 

100 kHz → 12.5 kHz

‘Online’: Near-detector resources                                                         
Align + Calib

‘Offline’: Grid resources                                                         

Analysis Reconst
ruction 

Analysis 

Turbo  and  Turbo++
new for 2016

K

PV

D

π
+

-

0

π+D*+

• Allows other reconstructed objects from the 
event to be saved, in addition to those 
selected by the trigger

New features:

• Saves only objects selected by the 
trigger

• Output limited to a standard set of 
variables

• Allows to create and save new variables 
(i.e. hits in a cone region around the track)

• Aim: according to the physics channel and desired measurement, choose how much 
(and which variables) of the event need to be saved

Out of the 420 HLT2 lines in 2016 physics programme, 150 choose Turbo, ~60 new lines wrt 2015

Turbo candidate

K

D

π
+

-

0

π+PV *+D

Tracks from 
others PVs Other tracks 

from trigger PV

+γ, π0
Turbo++ candidate

27

Turbo  and  Turbo++
new for 2016

K

PV

D

π
+

-

0

π+D*+

• Allows other reconstructed objects from the 
event to be saved, in addition to those 
selected by the trigger

New features:

• Saves only objects selected by the 
trigger

• Output limited to a standard set of 
variables

• Allows to create and save new variables 
(i.e. hits in a cone region around the track)

• Aim: according to the physics channel and desired measurement, choose how much 
(and which variables) of the event need to be saved

Out of the 420 HLT2 lines in 2016 physics programme, 150 choose Turbo, ~60 new lines wrt 2015

Turbo candidate

K

D

π
+

-

0

π+PV *+D

Tracks from 
others PVs Other tracks 

from trigger PV

+γ, π0
Turbo++ candidate

27

Time from collision:                     us                  seconds          hours                   days                weeks         months



HEP REALTIME ANALYSIS

WRITE OUT LESS INFORMATION!
▸ For selected measurements, only 

write trigger-reconstructed signal 
data, instead of the sensor data 

▸ For the same bandwidth, can 
allow more physics

14

Hardware Trigger 
40 MHz → 1 MHz

First 
Software Trigger 
1 MHz → 100 kHz

Second 
Software Trigger 

100 kHz → 12.5 kHz

‘Online’: Near-detector resources                                                         
Align + Calib

‘Offline’: Grid resources                                                         

Analysis Reconst
ruction 

Analysis 

Turbo  and  Turbo++
new for 2016

K

PV

D

π
+

-

0

π+D*+

• Allows other reconstructed objects from the 
event to be saved, in addition to those 
selected by the trigger

New features:

• Saves only objects selected by the 
trigger

• Output limited to a standard set of 
variables

• Allows to create and save new variables 
(i.e. hits in a cone region around the track)

• Aim: according to the physics channel and desired measurement, choose how much 
(and which variables) of the event need to be saved

Out of the 420 HLT2 lines in 2016 physics programme, 150 choose Turbo, ~60 new lines wrt 2015

Turbo candidate

K

D

π
+

-

0

π+PV *+D

Tracks from 
others PVs Other tracks 

from trigger PV

+γ, π0
Turbo++ candidate

27

Turbo  and  Turbo++
new for 2016

K

PV

D

π
+

-

0

π+D*+

• Allows other reconstructed objects from the 
event to be saved, in addition to those 
selected by the trigger

New features:

• Saves only objects selected by the 
trigger

• Output limited to a standard set of 
variables

• Allows to create and save new variables 
(i.e. hits in a cone region around the track)

• Aim: according to the physics channel and desired measurement, choose how much 
(and which variables) of the event need to be saved

Out of the 420 HLT2 lines in 2016 physics programme, 150 choose Turbo, ~60 new lines wrt 2015

Turbo candidate

K

D

π
+

-

0

π+PV *+D

Tracks from 
others PVs Other tracks 

from trigger PV

+γ, π0
Turbo++ candidate

27

  5 kB / event @   2.5 kHz =   12.5 MB/s

70 kB / event @ 10    kHz = 700    MB/s  

Time from collision:                     us                  seconds          hours                   days                weeks         months



TRIGGER DATA PROCESSING

15

▸ Individual collisions are scheduled ‘round robin’ on single-
threaded processes — approx. one per core — with static 
data/control flow 

▸ Hlt1: O(50) decisions, Hlt2: O(500) decisions 

▸ O(100) “algorithms” per decision 

▸ Accept collision at each level if one (or more) positive 
decisions 

▸ All decisions processed until ‘abort’ or ‘accept’ — no ‘early 
accept’! 

▸ Each individual decision is based on different criteria, with 
(some) overlaps — but ‘logically independent’

HEP REALTIME ANALYSIS
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TRIGGER DATA PROCESSING
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✅

⛔ ⛔

⛔

▸ Individual collisions are scheduled ‘round robin’ on single-
threaded processes — approx. one per core — with static 
data/control flow 

▸ Hlt1: O(50) decisions, Hlt2: O(500) decisions 

▸ O(100) “nodes” per decision 

▸ Accept collision at each level if one (or more) positive 
decisions 

▸ All decisions processed until ‘abort’ or ‘accept’ — no ‘early 
accept’! 

▸ Each individual decision is based on different criteria, with 
(some) overlaps — but ‘logically independent’

HEP REALTIME ANALYSIS
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WORK IN PROGRESS 

▸ Map to tasks & build a graph  

▸ Require explicit data dependency declarations 
& control flow definitions  

▸ Redesign/refactor code for thread-safety 

▸ Dynamically scheduling (for now:  TBB tasks) 

▸ allow for latency (hiding) — necessary (but not 
sufficient!)  for using accelerators 

▸ Allow multiple collisions ‘in flight’ to further 
increase parallelism and workload per task

17

✅
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WHY? THE LHCB UPGRADE!
▸ To (continue to) make progress in the future: 

▸ Increase signal rate by (at least!) an order of magnitude 

▸ Increase luminosity x5, (trigger) efficiency x2 (depending on mode)

18
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12.5 kHz,  
<1 GB/s>

HEP REALTIME ANALYSIS

“ONLINE” : DATA FLOW AND TRIGGER

40 MHz,   
<2 TB/s>

software, 50K CPU 
cores   

1MHz      
<60 GB/s>

dedicated electronics,  
 < 4μs
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“ONLINE” : DATA FLOW AND TRIGGER

40 MHz,   
<2 TB/s>

software, 50K CPU 
cores   

1MHz      
<60 GB/s>

dedicated electronics,  
 < 4μs

▸ At 5x luminosity, the 1 MHz readout rate becomes a 
bottleneck  

▸ Signal no longer identifiable by ‘simple’, fixed latency 
hardware processing 
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The LHCb Trigger

Introduction

The Run I trigger

Level 0

Bu↵ering

HLT1

HLT2

Performance

Run II

Upgrade

Tracking

Selections

Conclusions

C. Fitzpatrick

05/15/2014

The Upgrade Trigger
TDR in preparation

I At L = 2⇥ 1033 cm�2 s�1, 1 MHz readout becomes a bottleneck:
I Saturation problem: at increased lumi signal less well separated in L0.

LLT-hadron rate (MHz)
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s K→ 0D

I Readout upgraded to 40 MHz: Full readout of 30 MHz Visible pp interactions
I L0-hardware trigger removed, software Low-Level Trigger (LLT) as replacement
I Acts as ’handbrake’ during commissioning, 1� 40 MHz scaleable output rate
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“ONLINE” : UPGRADE DATA FLOW AND TRIGGER

??? kHz,  
<2–5 GB/s>

40 MHz,   
<4 TB/s>

software, ?????? CPU 
cores   

▸ At 5x luminosity, the 1 MHz readout rate 
becomes a bottleneck  

▸ Signal no longer identifiable by ‘simple’, 
fixed latency hardware processing  

▸ Ship all data to a CPU farm running 
software higher level trigger 

20
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EVENT BUILDING @ 40 MHZ

▸ 32 Tbit/s 

▸ “All data to the surface” 

▸ Decouple front-end electronics from 
event builder network  

▸ Frontend→GBT link →PCIe 

▸ GBT link:  rad-hard, integrated into 
front-end, so no commodity solution 
possible… 

▸ Buffering in PC memory

21

40 MHz,   

https://cds.cern.ch/record/1091474/files/p332.pdf
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control and timing information use bi-directional links. On all ECS/TFC and the majority166

of the DAQ links the GBT protocol [3] will be used.167

An important aspect of the system is that the same generic hardware will be used to168

implement the data acquisition, fast control and slow control elements outside the detector,169

namely the PCIe40 board, described in detail in the Sect. 3.3. The di↵erent functionalities170

will be selected by firmware.171

The event-builder connects the readout-boards to the filter-farm nodes, where the172

HLT will be running. The cost of the event-builder is minimised by using cost-e↵ective173

data-centre technology in the network and ensuring short distances between components.174

Data-centre technologies in the network require the use of PCs as end-points. The most175

compact system on the other hand is achieved by concentrating all DAQ and TFC and176

most ECS hardware in the data-centre on the surface. This in turn requires to operate177

the detector Versatile Links over a relatively long distance and is discussed extensively in178

the Sect. 3.2.179

The overall readout architecture is illustrated in Fig. 3.1. The role of the ECS is largely
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Figure 3.1: The architecture of the upgraded LHCb readout-system. All elements shown in the
diagram are connected to and controlled by the ECS.

180

unchanged with respect to the original system [10]. Partitioning facilitates debugging181

8
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EVENT BUILDING @ 40 MHZ

▸ “COTS” as soon as possible 

▸ O(500) servers for event 
building 

▸ “Data Center” (“thin” switch, 
Infiniband/Ethernet/…) instead 
of “Telecom” (ATCA, “fat” 
switch) 

▸ Event Filter: O(1000) servers

22

Figure 3.9: Data-flow in the event-builder server

Figure 3.10: The performance of the event-building expressed as memory bandwidth (Event
Builder I/O) as a function of time. The Aggregate I/O shows the additional memory bandwidth
due to running parasitic High-Level-Trigger (HLT) jobs as described in the text.

3.5.3 Residual resources in event-builder machines521

As can be expected from a purely zero-copy event-building the CPU-load is rather modest.522

At about 400Gbit/s more than 80% of the CPU resources are free. The CPU-needs for523

23
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CERN OPENLAB WHITEPAPER

▸ “Data acquisition is where 
instruments meet IT systems. “ 

▸ “Costs and complexity must be 
reduced by replacing custom 
electronics with high-
performance commodity 
processors and efficient 
software.”

23
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SUMMARY
LHCb physics covers a large “dynamic range” 

▸ high efficiency for the rarest B decay  

▸ high purity for the largest charm samples 

“Real-time” processing crucial  for the physics reach   

▸ In the future: software processing 30 MHz of 
collisions 

Writing the required software will be a challenge! 

▸ Robust — crashes will lead to data loss 

▸ Correct — mistakes will render the data ‘useless’ 

▸ Efficient, both in reconstruction & selection, and use 
of computing resources
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Figure 4: Charm hadron mass distributions for Run 1 data. The (red) solid shape shows the
background component of the fit.
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Figure 1: Mass distribution of the selected B0

(s)

! µ+µ� candidates (black dots) with BDT > 0.5.
The result of the fit is overlaid and the di↵erent components are detailed.

distribution is made with an exponential function multiplied by the acceptance function
of the detector. The B0

s

candidates are selected using criteria similar to those applied
in the branching fraction analysis, the main di↵erences being a reduced dimuon mass
window, [5320, 6000]MeV/c2, and looser particle identification requirements on the muon
candidates. The former change allows the fit model for the B0

s

! µ+µ� signal to be
simplified by removing most of the B0 ! µ+µ� and exclusive background decays that
populate the lower dimuon mass region, while the latter increases the signal selection
e�ciency. Furthermore, instead of performing a fit in bins of BDT, a requirement of BDT
> 0.55 is imposed. All these changes minimise the statistical uncertainty on the measured
e↵ective lifetime. This selection results in a final sample of 42 candidates.

The mass fit includes the B0

s

! µ+µ� and combinatorial background components.
The parameterisations of the mass shapes are the same as used in the branching fraction
analysis. The correlation between the mass and the reconstructed decay time of the
selected candidates is less than 3%.

The variation of the trigger and selection e�ciency with decay time is corrected for in
the fit by introducing an acceptance function, determined from simulated signal events
that are weighted to match the properties of the events seen in data. The use of simulated
events to determine the decay-time acceptance function is validated by measuring the
e↵ective lifetime of B0 ! K+⇡� decays selected in data. The measured e↵ective lifetime
is 1.52 ± 0.03 ps, where the uncertainty is statistical only, consistent with the world
average [15]. The statistical uncertainty on the measured B0 ! K+⇡� lifetime is taken
as the systematic uncertainty associated with the use of simulated events to determine
the B0

s

! µ+µ� acceptance function.
The accuracy of the fit for the B0

s

! µ+µ� e↵ective lifetime is estimated using a
large number of simulated experiments with properties similar to those found in the

6
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